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2. Neural networks, although empirically validated, remain theoretically opaque close to a black-box operation. In particular, layers within a neural network perform simple operations on the data but do not have an interpretable meaning. In this project, we will try to understand individual layer activation in image-detection networks by projecting each back into the pixel space. Our problem will be to first define neural networks for analysis, train them on a dataset(s), then implement a feature visualization algorithm and finally attempt to interpret what each layer is reacting in the pixel input.
3. We will be looking mainly at two data sets. First, we will analyze the relatively simpler MNIST data set and understand how our neural network reacts. Then, we will perform the same type of analysis for a slightly more complex dataset, CIFAR10. The MNIST data set consists of a total of 70,000 images, 60,000 in a training set and 10,000 to test set. All the images are black and white (1 channel) with 28x28 pixels, hence, dimension 28x28x1. The output is a vector of size 10 since there’s a total of 10 class labels (0 through 9). The CIFAR10 data set contains 60,000 images. We plan on separating 10,000 images as test set, 10,000 as validation set and 40,000 as training set. Each input image is coloured (3 channels) consisting of 32x32 pixels, hence, with dimension 32x32x3. The output also consists 10 labels, however, this time, the labels will be animals and objects.
4. Our starting point is the in-class example of letter classification for only E, F & L. The idea is to begin with a basic example, in terms of both dataset and network, and clearly lay out the process of activation visualization. In particular, we want to demonstrate the intuition behind feature visualization as a method for understanding neural networks, which will be a more involved process for more complex networks and less interpretable for more complex datasets/categories. Following, we will visualize the weight values of each layer in the MNIST data set as if they were images, for 3-layer convolutional neural network. After getting these 2 steps, we’ll be working on the CIFAR10 data, using more complex neural network structures. There are multiple methods of looking at feature visualization, at different difficulty levels, some of them are: using a deconvolutional neural network and using a regularized optimization in image space. We have been able to find some literature with detailed procedures for performing these methods.
5. The most difficult aspect of the project will be creating an effective feature visualization algorithm from scratch, handling the optimization of the images and the complexity of the model which may make running times quite high. We are looking at multiple papers which suggest different optimization methodologies and we plan on running the code in a GPU to ensure reasonable computational time.